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Abstract—This paper presents the impact of machine learning in precision agriculture. State-of-the-art image recognition is applied to a dataset composed of high precision aerial pictures of vineyards. The study presents a comparison of an innovative machine learning methodology compared to a baseline used classically on vineyard and agricultural objects. The baseline uses color analysis and can discriminate interesting objects with an accuracy of 89.6%. The machine learning, an innovative approach for this type of use case, demonstrates that the results can be improved to obtain 94.27% of accuracy. Machine Learning used to enrich and improve the detection of precise agricultural objects is also discussed in this study and opens new perspectives for the future of high precision agriculture.
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I. INTRODUCTION

Nowadays, precision agriculture aims at increasing the productivity and maximizing the yields of a crop. It can benefit the entire crop cycle through an application of the correct amount of inputs (such as water, fertilizers, pesticides or fungicides) at the exact time and the right place, or by detecting diseases in plants [1].

Because of complex landscapes or difficult topographies, the precision agriculture has not been applied to vineyards or to complex pattern fields. Currently, it is mainly used to yield monitoring or remote sensing.

New services and software are currently under development to provide better vineyards and other cultures management. For example, an automatic collection of data related to a culture, for automatic spotting, designation of zones, and prediction of the evolution of a zone [1].

Cartographic data are currently used to detect specific and characterized natural zone, especially through satellite images [2][3].

Based on these needs, the current research focuses on the detection of the vine and potential disease on infrared images taken by Unmanned Aerial Vehicle (UAV). A new flight plan for the drone is generated thanks to the automatic detection. This drone can fly to a specific region of the field, carrying and spreading out the treatment products.

Machine learning algorithms are currently widely used for other research purposes in the image recognition field. These research are focusing on satellite image mapping [4] for example or online images matching. To improve the overall accuracy and to set up a better precision for the drone route, these machine learning algorithms are applied to the pictures taken by the drone.

This article provides a state of the art in the second section. The experiment dataset is then explained, followed by the baseline description. The results are presented in the fifth section. Finally, the conclusion is detailed.

II. STATE OF THE ART

Image analysis is part of the machine learning field and is broadly used for research purpose as well for product usage, as described above. Multiple projects are currently running or were achieved to improve the quality of object classification. In this section, we will review the main ones.

A. Pixel-based and Object-oriented classification

Image classification is one of the most basic operations of digital image processing [5]. A widely process used is the pixel-based classification (PBC) and the object-oriented classification (OOC).

The PBC is based on conventional statistical techniques. It categorizes all the pixel into thematic classes using specific features such as spectral information. For each pixel, a spectral signature is estimated by the relative reflectance in different wavelength bands.

The OOC is not anymore classifying each pixel but objects present on the picture. It is based, for example, on spatial-spectral characteristics of the high-resolution (HR) satellite data information. The last decade’s development for the OOC was mainly based on the rule-based classifier and the nearest neighbor (NN) classifier. The OOC is now broadly used and replace the PBC slowly.

The power of the PBC is the combined spectral response from all training pixels. Therefore, the classification method ignores the impact of mixed pixels [6]. The PBC cannot use the relationship between pixels or be applied to hyperspatial data [7]. Furthermore, the PBC cannot recognize objects much bigger than a pixel [8].
The OOC advantages are the use of spectral information like land types, shapes, texture parameters and relationships between contexts. The inclusion of the vector-based GIS environments improves the power of the method. And the accuracy is improved by the usage of a large set of features like the spatial, textural and contextual properties [9][10][11].

B. Object-based image analysis through nonlinear scale-space filtering

The second methodology for image analysis and object classification is the analysis through nonlinear scale-space filtering. Tzotsos, Karantzalos and Argialas [12] provide a framework to compute images at different scales and connected to a kernel-based learning machine for the classification of various earth-observations.

Creating this framework demonstrates that the multilevel object representation and support vector machine classifier possesses the desired qualitative properties. This lets the possibility to eliminate the need for tuning several parameters during the segmentation. The current algorithms outperform the previous development regarding the representation and the classification results. The Figure 1 demonstrates the accuracy for objects detection in multispectral aerial images.

C. Vineyard detection and Vine discrimination from very HR Satellite Data

The newspaper Remote Sensing published a research close to the present work. The project of Karakizi, Oikonomou and Karantzalos [3] focus on the implementation of automated and efficient agriculture methods. The framework presented is based on multispectral data and proposes an object-based classification.

Multiple studies about vegetation, forest mapping, and biomass estimation are already available [13][14][15][16][17]. For the vineyard detection, the number of products and studies are reduced. The difficulty in a vineyard is the leaves and trunks mixed with metal and other material to maintain them. Furthermore, they are traveled by paths and surrounded by roads. The experiment is based on satellite images of vineyards in Greece, from 2012 to 2013. The images format is close to the present use case as it is GeoTIFF format.

The paper presents a vine variety discrimination. This supervised learning and majority vote method increase the overall accuracy close to 92%. Indeed, even in a same part of the vineyard, multiple varieties are detected. This misclassification can come from disease or mistakes done by the ground truth definition.

III. Dataset

The dataset is composed of images from 5 vineyards in Valais, Switzerland taken by a drone. The file format to keep the geo information is GeoTIFF, created with the software Pix4D. Images are handled through a GIS software or a Python script to extract the relevant information (Bioformats for example) for further classification.

For the baseline, using the work of Lorenzo [18], the images are not manipulated and used as-is for the experiment. The first analysis is made to understand the images format and is described in the next section.

For the improvement of the object detection experiment, the dataset was transformed to meet some requirements of the machine learning algorithm. For the present work, a division of the images in smaller tiles of 30x33 pixels is done. Each tile contains mainly one of the three categories: (1) Road, (2) Vineyard or (3) Other (See Figure 2). Multiple experiments were run to calculate the best size of the tiles to meet two primary criteria: being large enough to be classifiable and not too large to contain multiple classes. This represents 13’005 images for the full dataset. Each image is manually labeled. The summary of this classification is described in the Table I.

The dataset is divided into two main partitions for training and testing. To obtain the most accurate results, the train set is composed of 90% of the dataset taken with a balanced selection, and the remaining 10% stay for the testing process.

<table>
<thead>
<tr>
<th>Class</th>
<th>Number of tiles</th>
<th>Size of tiles</th>
</tr>
</thead>
<tbody>
<tr>
<td>vineyard</td>
<td>7'022</td>
<td>30x33 pixels</td>
</tr>
<tr>
<td>road</td>
<td>2'082</td>
<td>30x33 pixels</td>
</tr>
<tr>
<td>other</td>
<td>3'903</td>
<td>30x33 pixels</td>
</tr>
<tr>
<td>Number of tiles per class</td>
<td>13’005</td>
<td></td>
</tr>
<tr>
<td>Total number of tiles</td>
<td>2'601</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. Classification results with and without AML filtering. Green: vegetation, grey: asphalt, orange: tile roofs, white: bright roofs.
IV. BASELINE DESCRIPTION

This part is based on multiple framework and studies, combined to obtain the best ground truth. The basis is taken from the research of Lorenzo Comba & al. [18]. They used mainly the image intensity and Hough Transform to categorize vineyard.

The first comparison of two specific objects is provided. It means that two zones, road and vineyard, are extracted to evaluate the color intensity. On Figure 3, the original vineyard is presented with the 2 zones selected.

The difference of the intensity between the classes road and vineyard is presented on the Figure 4. The color intensity is stronger on the vineyards compared to the road. This confirms the potential usage of intensity as a feature for the development of the algorithm.

To increase the accuracy, morphological processes are applied. Two morphological transformations are applied: the opening and the closing transformations. The opening process removes noise with a succession of erosion and dilation process. Then the closing process applies dilation and erosion to close small holes inside the foreground objects (OpenCV). This process consolidates the foreground

Figure 2. Vineyard split with tiles of 30x33px (left) and 78x80px (right). On the left, some objects are on the same tile, but rarely a vineyard and other. On the right, objects are mixed.

Figure 3. Original vineyard image. (A) is the zone presenting a road and (B) is the reference zone for vineyard

Figure 4. The Intensity Histogram shows the difference between the two classes, road and vineyard. It shows the number of pixel per intensity for each class

part, in this case, the vineyards (See Figure 5). The result shows the different zones present in the picture. There are some issues with the road (bottom left of the graph) that is associated with a vineyard because of the similar color intensity.

Figure 5. Increased intensity and reduced noise on the transformed image (top left) compared to the original black and white image (top right). The heat map of intensity shows the vineyard detection in blue (bottom).
V. MACHINE LEARNING IMPROVEMENT WITH DTE

The Decision Tree Ensemble (DTE) is based on features extracted from each tile of the vineyard. In a way to keep the stability and consistency of the algorithm the extraction process is applied at the beginning. Three groups of features are extracted from each tile. It represents 86 features in total, summarized below:

- First order statistics: Min, max, mean, geometric mean, sum, variance, skewness, kurtosis, etc.
- Tamura: Granularity, Contrast, Kurtosis of directionality, Standard Deviation Directionality, Max Directionality and Skewness.
- Haralick: Statistical features based on gray-level co-occurrence matrix.

A backward elimination process is applied to the algorithm to reduce the number of features and increase the overall accuracy by removing noisy features. Duplicate features are removed and as well unrelated features for a black and white image. Following the elimination process, the smallest and most powerful combination for this case uses only 16 features. The error is reduced to 0.047.

Based on our iterative experiments, algorithm-fine tuning is done over similar dataset sampling. The final configuration of the Tree Ensemble Learner is based on the following criteria:

- Split criterion: Information Gain Ratio
- Tree depth: No limitation
- Minimum child node size: No minimum value
- Number of trees: 100
- Rows data sampling method: Stratified
- Attributes data sampling method: Square root

VI. RESULTS

The results are obtained after a specific tuning for each algorithm and process. A detailed analysis of the baseline and the DTE is presented below. It shows the difference regarding accuracy, as well as the standard error generated.

A. Baseline

The baseline shows an excellent accuracy in detecting the vineyards within an aerial image. Moreover, the development is stable and not too difficult to diversify to detect other viticulture types. The overall detection accuracy of the vines is a bit lower than presented in [18]. A comparative table is presented below, showing the stability of the process between the study image [18] and our local images (See Table II).

B. Decision Tree Ensemble

The final trained Decision Tree Ensemble model is applied to each training set tile. A strict process is applied to have a comparison point at the end of the research, and it is based on the following steps:

1. Image metadata extraction: Image reader, image labeling and features extraction
2. Feature elimination: Based on the model generated during the training process to keep and delete the same columns
3. Prediction: Applying the model created before on the test set
4. Evaluation: Generating a scorer to understand the performance of the classification

The final overall accuracy of the algorithm is of 94.275 % with a standard error of ±1.14 % (See Table III). The vines are very well classified. Few of them are wrongly classified. The DTE is very stable throughout all iterations and provides a stable accuracy. The misclassification is due to the presence of mixed objects on the same portion of the image.

To better understand the potential sources of error and be able to correct the classification algorithm, a manual exploration of the resulting dataset is necessary.

VII. CONCLUSION

However, the process is not functional when the vineyards are not aligned. Indeed, in some region (especially north of Italy) a lot of vineyards are over wood construction and not anymore aligned. An adaptation of the process should be done to detect this new type of agriculture. This process can be improved with more powerful development and computers to reduce the computing time. It is a very interesting basis for the research work and an accurate benchmark to compare the current results. A good point for this study is the time winning without jumping in a machine learning process. Indeed, image processing is necessary but no need of image splitting process and labeled data.
Figure 6. Overview of the structure of the Decision Tree Ensemble model created on the dataset presented above. This extract of the structure shows that the first feature to separate the dataset is the VARIANCE / ANTIDIAGONAL which was selected during the features selection process.
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